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What is a Mainframe?



A Try at a Definition IBM

Although the term mainframe first described the physical characteristics of
early systems, today it can best be used to describe a style of operation, appli-
cations, and operating system facilities.

…
So, let’s return to our question now: “What is a mainframe?” Today, the term

mainframe can best be used to describe a style of operation, applications, and op-
erating system facilities. To start with a working definition, a mainframe is what
businesses use to host the commercial databases, transaction servers, and ap-
plications that require a greater degree of security and availability than is com-
monly found on smaller-scale machines. (Mainframe Concepts [5])
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How are Mainframes Used Today? IBM

Being able to run general purpose operating systems like GNU/Linux enables IBM Z
Mainframes to run virtually any workload available on other platforms running GNU/Linux.

However, usually they are deployed for some specific centralized tasks in the operations
of an organization, such as:

• hosting the central System of Records (Databases such as Db2),
• running central Transaction Software (such as CICS TS, or z/TPF) and Batch
Processing,

• Analytics Software complementing the System of Records,
• or hosting business critical application-servers (Websphere, …).
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Hardware Built into Modern
Mainframes



IBM z14 (M/T 3906) IBM

• Announced 09/2017; Additional
functions and features 12/2018
[23, 11]

• 5 Models: M01 – M05

• Up to 170 Cores [17]

• 2-Way SMT per Core
• Plus up to 23 assist (SAP)
and 2 spare Cores

• Can all be used in one
partition (see slide 10)

• CPUs are clocked at 5.2 GHz

• Up to 32 TB Memory (RAIM)

• At most 16 TB per partition

• 40 PCIe Gen3 Fanouts (16 GBps) from
CPC- to I/O-Drawer

• Up to 160 I/O cards [24]

• FICON Express cards for FICON or
FCP I/O

• OSA-Express cards for Ethernet

• RoCE cards for RDMA and Ethernet

• Crypto Express as Accelerator and
HSM (FIPS 140-2 Level 4 certified)

• Fast encryption with secure key
in HSM and derived protected key
in CPU-Subsystem CPACF [15]

• NVMe Adapters for added local disk
space
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IBM z14 Radiator-Based Air Cooled — Front View (M04 or M05) IBM

Radiator Pumps

PCIe I/O Drawer
#5

Support Element

PCIe I/O Drawer
#1 to #4

Power Supplies

Internal Batteries

CPC Drawer,
PCIe Fanouts
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Inside a IBM z14 CPC Drawer IBM
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X-BUS

MemoryMemory

Memory Memory Memory Memory

CPU Logical
Cluster 1

CPU Logical
Cluster 2

To Other Drawers

2x PCIe

2x PCIe2x PCIe

2x PCIe 2x PCIeCPU

CPU

CPU CPU

CPU

SC - System Control Chip
A-BUS

• Each Core has 128+128KB I+D L1 Cache, and 2+4MB I+D
L2 Cache

• Each CPU has 128MB L3 Cache

• Each CPC Drawer has 672MB L4 Cache on SC Chip

• All Caches are Coherent

• All Memory is SMP Interconnected
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5-Channel RAIM = Redundant Array of Independent Memory IBM
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• One Memory Controller per Processor, five Memory
Channels per Controller, one DIMM per Channel

• Fifth Channel enables the RAIM “RAID” (20% of DIMM
capacity is redundancy) [19]

• Reads and Writes are checked using CRC

A. One Channel can be marked as defective, guaranteeing
100% correction

B. Two Lanes Up- and Down-Stream can fail per Channel

C. Two DRAM Chips per DIMM can be marked as failed

D. One DIMM can be marked as failed (no capacity
reduction with single DIMM failure)
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IBM z14 I/O Infrastructure IBM

• Although PCIe is used as technology, OS
does not see PCIe bus directly

• Native I/O Architecture is realized via
Channel Subsystem [8, 24]

• Without special enclosure no native PCIe
Adapters — recent HW generation allow
PCIe Adapters to be accessed via
Channel Subsystem [4]

• Disk storage typically via a SAN (use FCP,
it has the best Linux kernel-driver ever!
😉)

• Until very recently no local persistent
Disk Storage — recent IBM Emperor II
added IBM Adapter for NVMe
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Operating an IBM Mainframe



Splitting the Resources using Virtualization IBM

• A IBM Z Mainframe is usually not used as one big SMP system
• The whole machine is split into multiple LPARs by the PR/SM hypervisor (EAL 5
certified), and can be split further using the second level hypervisors z/VM and KVM
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Splitting the Resources using Virtualization IBM
First level Hypervisor (PR/SM):

• Processors are either time-shared across or dedicated to LPARs [10]
• Memory is dedicated to LPARs, no over-provisioning with PR/SM
• I/O adapters are shared via the Channel Subsystem across LPARs (akin to Virtual
Function pass-through)

Second level Hypervisor (z/VM, KVM):

• z/VM and KVM can both be used to further virtualize the resources of the underlying
LPAR

• z/VM has better support for dedicated I/O devices and supports more different
Operating Systems than KVM (z/OS, z/VSE, z/TPF, z/VM, and Linux on Z)

• KVM can handle more resources in a single LPAR than z/VM and offers typical open
source interfaces
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Running Linux IBM

• GNU/Linux can be used as Operating System in LPAR, as
well as in z/VM or KVM guests [14, 9]

• There are several Distributions that have support for IBM Z
(cursively printed are supported in cooperation with IBM):

• SUSE Linux Enterprise Server,
• Red Hat Enterprise Linux,
• Ubuntu,
• Fedora,
• Debian,
• … .

• Most of your daily Linux experience is not different on IBM
Z, than on your x86_64 Laptop or Server, but …

x3270, showing Fedora 29 as z/VM guest

©2019 IBM Corporation 12



Most Noticeable Differences with Running Linux on your Laptop IBM

HMC, showing Fedora 29 as PR/SM guest

• Getting the Distro-Installer to start on PR/SM or z/VM is
different than on PC - not so different from other headless
network installations

• The default Bus-System is not PCI
• There is no local disk storage per default
• Channel Subsystem I/O devices (such as disks or virtual
adapters) are turned off by default

• In general, I/O device configuration is quite a bit different,
but we have some of the best Device-Driver documentation
I have seen for Linux so far: [9]

• Like with other non-x86_64 architectures, Software not
bundled with the supported distributions might need some
care in order to work
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Containers on Linux on IBM Z IBM
A bit of history:

• Namespaces as part of the common code in the Linux Kernel have been working for a
long time

• Container runtimes, and especially container images distributed in binary form used
to be a different story

• Also in part because of missing compiler-support (e.g. Go)
• This changed over the last 3∼4 years

Now:

• Major runtimes, such as Docker [12, 20] or LXC support IBM Z
• Orchestration software like Kubernetes [3] or Docker Swarm are also supported
• Major container images (ubtunu, alpine Linux, fedora, PostgreSQL, …) are redily
available; but not every container image works

©2019 IBM Corporation 14



The s390x Architecture in Linux



z/Architecture in Linux IBM

• Current instruction set architecture for IBM Z is: z/Architecture (introduced in late
2000) [21]

• z/Architecture succeeds ESA/390 that was used on the IBM System/390 generation

• In the Linux Kernel and in Linux Distributions in general it is called: s390x
• The architecture is documented in the Principles of Operations [8], the (Linux) ABI as
supplement to System V [16]

• Development for s390x in projects like the Linux Kernel, GCC, LLVM, and glibc is
mostly done by IBM, and mostly in Böblingen

• In the Linux Kernel you can find the architecture specific code in arch/s390 and
drivers/s390

• Support was first published in late 1999 and merged into Linux 2.2.15 [18]
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Addresses, Instructions and Memory IBM
• z/Architecture is a 64-bit architecture (addressing, registers, instructions), 31-bit
and 24-bit addressing modes are still supported

• As of 4.1 the Linux Kernel only supports 64-bit mode
• 31-bit Userspace applications can still run in compat mode

• Two privilege levels: Supervisor, and Problem state (Kernel- and User-Space)
• Words are arranged in Big-Endian fashion (no bi-endianness like on Power)
• Organization of memory (“Storage”) into staged page-tables not that far off from x86

• Linux Kernel (4.13) supports traversal of all five page-table levels
• Allowing address-spaces of up to 16EB (before 4.13 it used to be 8PB)

• But z/Architecture supports multiple address spaces (four)
• Linux uses different spaces for User- (Primary) and Kernel-Space (Home)
• Instructions may access multiple spaces at once

• Extra fun in Kernel: z/Architecture has information mapped at address 0
• No support for MMIO on z/Architecture
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Channel I/O IBM
• “Classic” mainframe I/O mechanism (PoP [8] chapters 13 – 16)

• Evolves around Channel Programs that are executed
asynchronous on different processors

• Channel Programs are made up from one or more I/O-Command
Words

• Command Words can be Writes, Reads, Control-Instructions,
even Branches

• Reads and Writes reference addresses in the memory of the
issuing CPU (DMA)

• Linux Kernel uses Channel I/O for example to use disk storage
(DASDs) provided via FICON adapters

• For other adapter types (for FCP or Ethernet) the kernel only uses
some parts of Channel I/O (e.g. device discovery); otherwise
programming-model is akin to similar PCIe-Adapters [2, 1]

CPU

SAP

Channel

Start Subchannel
Pass to SAP

Complete Operation

Select Channel
Pass to Channel

Exec Channel Program

Process Response
IRQ to all CPUs

One CPU takes IRQ
Finish Operation
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Questions?



IBM Deutschland Research & Development IBM

Headquarters Böblingen
• Big parts of the support for Linux on IBM Z are done
at the IBM Laboratory in Böblingen

• We follow a strict upstream policy and do not — with
scarce exceptions — ship code that is not accepted
in the respective upstream project

• Parts of the hard- and firmware for the Mainframes
are also done in Böblingen

• If you are interested, I can point you to some
contacts in case you want to work in this
environment

• https://www-05.ibm.com/de/entwicklung/about.html

©2019 IBM Corporation 18
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Backup Slides



In Case Something goes Wrong (Kernel-/Memory-Dumps) IBM
Kdump:

• Kdump works on s390x in the same way as on other architectures
• A portion of the memory is dedicated to a nested “dump-kernel” plus initrd
• Upon a kernel-panic kexec loads the dump-kernel and using the tools in its initrd, it saves a
memory image on disk

Stand-alone dump:

• For cases where kdump fails or is not feasible, IBM Z offers Stand-alone tools [13]
• Can be used to dump to variety of targets (DASDs, SCSI Disks, Channel-attached tapes, …)
• The dump-tool is prepared ahead of time so it can be booted (IPL’ed)
• To dump a guest the user instructs the firmware to stop all CPUs and to IPL the dump-tool
• The firmware loads the Dump-tool into the memory of the guest (securing the area
overwritten), and the tool dumps the whole memory of the guest onto the prepared target

©2019 IBM Corporation



Glossary i IBM

s390x Common name for z/Architecture in Open Source projects. 20, 26

CICS TS Customer Information Control System Transaction Server: mixed-language application servers that provide
online transaction management and connectivity for mission-critical applications. 6

CPACF Central Processor Assist for Cryptographic Functions. 8

CPC Central Processor Complex: the piece of hardware that holds the processors. 8, 10

DASD Direct-Access Storage Device: disk storage type used by IBM Z via FICON. 22, 26

FCP Fibre Channel Protocol: Fibre Channel layer 4 protocol used to transfer SCSI commands. 8, 12, 22

FICON Fibre Connection: Fibre Channel layer 4 protocol used for Channel I/O. 8, 22

HMC Hardware Management Console: user interface for configuring, controlling, monitoring, and managing IBM
Z hardware and software resources. 17

IPL Initial Program Load: load an operating system into a guest (similarly used as “booting the system”). 26

LPAR Logical Partition: one virtual machine operated by PR/SM. 14–16

©2019 IBM Corporation



Glossary ii IBM

PoP Principles of Operations: reference manual for z/Architecture [8]. 22

PR/SM Processor Resource/Systems Manager: Type-1 and Level-1 hypervisor always running on IBM Z. 14, 15, 17

RAIM Redundant Array of Independent Memory: see slide 8. 8, 11

SAP System Assist Processor: Processor Units/Cores used by the I/O subsystem. 8

SC System Control Chip: chip housing L4 Cache and offering CPU- and CPC-Drawer-Interconnection. 10
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